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Abstract

Qualifying prospects as leads to contact is a complex exercise. Sales
representatives often do not have the time or resources to rationally select
the best leads to call. As a result, they rely on gut feeling and arbitrary
rules to qualify leads. Model-based decision support systems make this
process less subjective. Standard input for such an automated lead qual-
ification system is commercial data. Commercial data, however, tends to
be expensive and of ambiguous quality due to missing information. This
study proposes web crawling data in combination with expert knowledge
as an alternative. Web crawling data is freely available and of higher qual-
ity as it is generated by companies themselves. Potential customers use
websites as a main information source, so companies benefit from correct
and complete websites. Expert knowledge, on the other hand, augments
web crawling data by inserting specific information. Web data consists of
text that is converted to numbers using text mining techniques that make
an abstraction of the text. A field experiment was conducted to test how
a decision support system based on web crawling data and expert knowl-
edge compares to a basic decision support system within an international
energy retailer. Results verify the added value of the proposed approach.
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1 Introduction

Customer relationship management (CRM) is centered on the full customer life
cycle using acquisition, development, retention and win-back strategies. The fo-
cus in this study is on customer acquisition, which is inherent to any company.
Customers are lost for various reasons forcing companies to rely on winning new
customers to counterbalance this loss Kamakura et al. (2005); Ang and Buttle
(2006). As a result, prospecting initiatives such as cold calling are a contin-
uous requirement to create opportunities in the sales process Rodriguez et al.
(2012). Qualifying prospects as leads to contact is, however, a complex exercise
Rodriguez et al. (2012); D’Haen and Van den Poel (2013). Sales representatives
rarely have sufficient time or resources to rationally select the best leads to call
Yu and Cai (2007). As a result, customer acquisition is dictated by arbitrary
decision rules based on gut feeling D’Haen and Van den Poel (2013). This ham-
pers the acquisition process, with precious time and money lost on irrelevant
leads. Moreover, sales representatives often complain about the quality of the
leads they receive from marketing Oliva (2006). Thus, an automated decision
support system is necessary to provide sales with quality leads. Such a system
takes a prospect list as input and uses an array of statistical and data mining
techniques to qualify those prospects that are most likely to become a customer
as leads to contact. As a result, sales representatives have higher faith in the
quality of leads they receive, making them more motivated to follow up on those
leads Sabnis et al. (2013).

To develop a useful lead qualification system, two criteria have to be met.
Quality data is needed and a model is required to discover relations hidden
in this data. The main challenge lies, however, in the former. This refers to
the well known “garbage-in, garbage-out” principle that a model can only be as
good as the data that is used to train it Baesens et al. (2009). A shortage of data
is inherent to customer acquisition Yu and Cai (2007); Baecke and Van den Poel
(2012). As there is no internal information on prospects, companies depend on
external data sources for acquisition modeling. The case study at hand focuses
on the B2B side of an energy retailer. In B2B lead qualification the external
data sources entail mostly firmographic data Laiderman (2005). Firmographics
contain key business demographics such as industry or number of employees
and are mainly purchased through specialized vendors Wilson (2006). Yet,
commercial data tends to be expensive, while providing poor quality due to
missing information.

Nowadays, the internet provides a wealth of data. It has had a significant
impact on CRM due to its high speed and cost effectiveness Kimiloglu and Zarali
(2009); Kalaignanam et al. (2008). For example, acquisition costs can be lowered
by using online channels for prospecting instead of the more expensive offline
channels Chelariu and Sangtani (2009). As a result, internet is increasingly
being used as a medium for customer management Wright et al. (2002). Internet
data, and more specifically a company’s website, is assumed to be more complete
than external, commercial data as its content is generated by the company
itself Melville et al. (2008). Websites are used by companies to communicate
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information about themselves to (potential) customers. Thus, it is in their own
interest to make this information as complete and detailed as possible. The
web crawling data is further augmented by including expert knowledge based
variables. Managerial expertise is always implicitly present in data mining.
From the problem definition to the selection of the best model, experts intervene
in the data mining process. However, the explicit integration of expert domain
knowledge into data mining models is far less apparent and under-investigated in
literature Coussement et al. (2015). Expert knowledge is especially relevant in a
text mining context as text mining techniques rely on a conversion of pure text
to more abstract concepts. This abstraction is a double-edged sword. On the
one hand, it reduces noise by grouping words into a concept. On the other hand,
concrete information is removed as the individual words disappear. Integrating
expert knowledge preserves the noise reduction advantages, while introducing
specific expert knowledge information.

Previous research suggests that web crawling data is a quality input source
for customer acquisition decision support systems. Its performance is tested on
historical acquisition data. This research applies web crawling data in a real-life
experiment in an energy retailing context. As a result, only leads (companies
in this case) are selected that have a website. Sales representatives receive a
random selection of leads that are scored by the decision support system using
the web crawling data and expert knowledge. Sales representatives did not
receive this score not to bias results. In the post hoc analyses, a distinction is
made between the top scoring leads and the remaining leads. The results of
the experiment are compared to the results of the company internal decision
support system which is based on a basic segmentation. Figure 1 provides
a general overview of the different prospect to qualified lead strategies in lead
qualification decision support systems. Note that gut feeling, although presented
separately, can always penetrate decision support systems, for example when a
calling agent decides to not follow up on some of the selected leads.

The aim of this paper is multifold. Firstly, a decision support system is
presented to improve the qualification of leads process that is dominated by gut
feeling and basic segmentation. To facilitate the implementation of the deci-
sion support system in business, an algorithm is provided to search for website
addresses. Second, it presents, to the best of the authors’ knowledge, the first
real-life field experiment using a decision support system for lead qualification
using web crawling data. To date, web crawling data for lead qualification, and
in extension, customer acquisition models are rarely used in academic literature.
As a result, the available studies are limited to tests on the data. Finally, this
study integrates expert domain knowledge with data mining modeling. Here,
expert knowledge is used as an additional data augmentation strategy. The
Conclusion and Discussion section elaborates on how expert knowledge comple-
ments web crawling data.

The remainder of the paper is structured as follows. First, a short overview
of related studies is presented. Second, the methodology of the web crawling
algorithm and subsequent text mining is elaborated. Next, the data of the
test case is described. Third, results are discussed. Then, a conclusion and
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Figure 1: Three Strategies for Lead Qualification

discussion section is provided. The paper ends with limitations and suggestions
for future research.

2 Related Work

Customer acquisition remains to date an under researched topic D’Haen and
Van den Poel (2013). Few theoretical and application studies are available in
literature. The most common applied lead qualification strategy are profiling
models using commercially available data Jackson (2005); Setnes and Kaymak
(2001); Wilson (2006). Profiles of current customers are created based on a
fixed set of features and prospects are matched to these profiles to select leads
to contact Chou (2000). If historic data is available on which contacted leads
became customer, supervised techniques can be applied that weight the different
features Gutierrez et al. (2010). In a previous study, however, it was shown
that an alternative data source, originating from web crawling, could provide
better results in these profiling models D’Haen et al. (2013). A company’s
website provides abundant information on the company itself such as size and
industry, which is similar to the information present in commercial data. Yet,
the information on a company’s website is more complete, which is the main
issue of commercial data.

Variety is one of the cornerstones of the current big data hype Beyer and
Laney (2012). It hints at the fact that data usually exists in multiple forms
or originates from different sources. A single source data input is becoming
more and more rare and even problematic, especially in customer acquisition
settings Baecke and Van den Poel (2011). Thus, different data sources are often
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combined, which is also known as data augmentation. Expert knowledge is a
data source that can be integrated with data mining throughout the whole pro-
cess from problem definition to implementation Kopanas et al. (2002). It has,
for example, been applied to create intuitively interpretable models Lima et al.
(2009) or improve rule induction using heuristics Alonso et al. (2002). Bayesian
methods are especially suited to integrate expert opinions in data mining models
Coussement et al. (2015). With respect to text mining research, expert knowl-
edge is mainly used in sentiment analysis. Either dictionaries defining positive
and negative words or expert-labeled documents are used as input Melville et al.
(2009). This paper, in contrast, introduces expert knowledge during the data
gathering step of the web mining application. Specific search queries are used
on a website that represent a website’s “activity” level (see Section 3.1 for more
information). These queries are based on expert domain knowledge by sales,
making them domain specific. Domain knowledge is information that is known
beforehand, based on previous studies or years of experience Anand et al. (1995).
Sales indicated certain company/website characteristics they assumed to indi-
cate a good lead. The expert domain knowledge augments the web crawling
data by introducing specific semantic based variables, information that might
get lost during the text mining phase.

3 Methodology

While commercial data can readily be used in data mining models, textual
data first needs to be preprocessed (Section 3.2). This preprocessing entails
for example the stemming of words and counting of words within documents
(see Section 3.2). Next, statistical techniques are used to discover which words
concurrently appear across leads’ websites and group them together in a so-
called “concept” (Section 3.3 and 3.4). The result is a dataset with a score on
each concept per lead. The higher the score, the more a concept is present on
the website of that specific lead. In a final step, a predictive model is trained
to discover which concepts are more related to quoted than unquoted leads. As
such, web crawling models basically do the same as models using commercial
data. Commercial data models predict quoted versus unquoted leads based on,
for example, company size, turnover and industry. In a web crawling model this
data is embedded in the different concepts. Yet, the important difference is that
web crawling data is more complete and reliable as compared to commercial
data. To apply the model, new prospect websites are crawled. The text of
these websites are extracted and go through the same steps mentioned above.
Finally, the different concept scores are inputted into the trained model to get
a probability of quotation per prospect.

3.1 Web Crawling

The first step in the web crawling process is to obtain website addresses for
the list of potential leads. Two different external commercial databases were
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initially consulted to match companies with a web address. Both were able to
match between 8 to 9 % of leads. To increase the matching rate and avoid costs
related with acquiring commercial data, a website address matching algorithm
was developed (see Algorithm 1).

The input of the algorithm is a list of (B2B) leads. More specifically, the
company name and city are used as input. Both are employed as a search
string in an online search engine. Next, a Levenshtein distance is applied
to the root of the website addresses of the returned search results and com-
pany name. The root of a website address is defined as the characters between
“www” and the suffix such as “.com”. The Levenshtein distance measures to
what degree sequences of characters are different Nederstigt et al. (2014); Lev-
enshtein (1966). It calculates the number of operations needed to convert a
character sequence into another character sequence Lee et al. (2014). If the
Levenshtein distance is lower than a predefined threshold, the returned web-
site address is assumed to be the company’s address. A manual pre-testing of
different thresholds suggested a value of 10 was optimal. Such a threshold is
sufficiently conservative to prevent wrong website addresses to be selected as
the company’s address. If no match was discovered, business directory websites
(such as http://www.business-directory-uk.co.uk, http://www.europages.com,
http://businessdirectory.bizjournals.com) were selected from the returned re-
sults. The public information available on these websites was crawled to retrieve
the website address. To prevent overloading the search engine and business di-
rectory websites, random waiting times are introduced between each crawl.
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Algorithm 1 Website Address Search Algorithm

1: Define:
2: leads: A non-empty set containing 2-tuples {name, city}
3: SearchEngine(name, city): Outputs list of URLs, result of using name and
city as search input

4: DL: Levenshtein distance
5: Business directory: List of business directory websites
6: Crawl: Extracting text from a website
7:

8: for i← 1, count(leads) do
9: URLi ← SearchEngine(namei, cityi)

10:

11: if Any(DL(namei, URLi) < 10) then
12: website← URLsj , where
13: j = arg min

i
(DL(name,URLsi))

14: else
15: for all Business directory ∈ URLi do
16: if website ∈ Crawl(business directory) then
17: Return(website)
18: else
19: Return(website) = NULL
20: end if
21: end for
22: end if
23: Random Wait
24: end for

Next, the identified websites were crawled, extracting the HTML code be-
hind a web page. The homepage and first level links are crawled. The HTML
code is parsed to extract the non-HTML text. During this parsing step the
activity variables are also created. One group of variables is related to so-
cial media. They measure whether sites such as “Facebook”, “LinkedIn” and
“Twitter” are mentioned on the website. A second group investigates whether
the website contains a contact form for visitors to fill in or contact details are
present. Sales proposed these characteristics because they reflect to what degree
a company is active on the internet. Instead of simply having a website on which
potential customer can look up information, they provide visitors opportunities
to contact them. The premis of company experts is that companies with these
characteristics are also more open to be contacted by a sales team.

The website search and web crawling algorithm were both implemented in
SAS Base 9.4M2.
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3.2 Text Preprocessing

Texts are typically a collection of unstructured data Weiss et al. (2005). How-
ever, several methods exist to convert text into a more structured form Hogen-
boom et al. (2014). In the following paragraphs the methods utilized to convert
the textual data into a more structured, numeric variant are discussed. Each
crawled website is called a document and is basically a set of words. A set
of documents is called a corpus Srivastava and Sahami (2010). A corpus can
be depicted as a term-document matrix of n terms, m documents, and a term
frequency tf of term t in document d:

A =

tf(t1, d1) · · · tf(t1, dm)
...

. . .
...

tf(tn, d1) · · · tf(tn, dm)

 (1)

Before a corpus can be analyzed, pre-processing steps are necessary to stan-
dardize the text Thorleuchter et al. (2012); Gupta and Lehal (2009). Stop words
and numbers are removed, and stemming is applied. Stemming will convert a
word to its root form, grouping words with the same conceptual meaning such
as run, runner, running.

Often, weights are added to reflect the importance of a term in a document
compared to the whole corpus, which has been proven to increase robustness
Robertson (2004); Salton and Buckley (1988). More specifically, high frequency
terms that appear in most documents need a lower weight as they are less
relevant Hao et al. (2014). Low frequency terms, on the other hand, that are
present in a limited, specific set of documents are more likely to be relevant,
and thus need a higher weight Salton and Buckley (1988). The weight W of a
term t in a document d is defined as:

Wt,d = tf(t, d)log(
N

df
) (2)

with N the total number of documents in the corpus and df the number of
documents in which term t appears Salton and Buckley (1988); Thorleuchter
et al. (2012); Wu et al. (2008); Salton and Yang (1973); Wei et al. (2014).
This weighting scheme is also known as Term Frequency Inverse Document
Frequency (Tf-Idf).

At this point, the document-term matrix is characterized by a high sparsity
and a high amount of noise. Part of the sparsity and related noise is reduced
by removing rare words from the document-term matrix. Including too many
irrelevant words is shown to potentially decrease the performance of the model
Melville et al. (2008). Words are deleted that have a certain percentage, as de-
fined by the sparsity reduction parameter, of empty cells or higher. For example,
a parameter value of 0.80 means that all words are deleted that do not appear
in at least 80% of all documents. This sparsity reduction parameter is rarely
discussed in research as part of the model optimization. However, the Results
section will indicate that the setting of this sparsity reduction parameter has an
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important impact on the results. By excluding irrelevant words the majority of
sparsity is reduced.

The remainder of the sparsity and noise will be resolved by techniques that
make an abstraction of the text into concepts.

3.3 Latent Semantic Analysis

The standard technique to convert text to numbers was developed by Deer-
wester et al. (1990) and is called latent semantic analysis (LSA). It uses the
implicit higher-order structure that is present in the relation between terms and
documents. By going to a higher level of abstraction, remaining noise, as well
as sparsity, are reduced. The statistical backbone of LSA is a singular value
decomposition (SVD). The SVD of an m-by-n matrix A has the following form:

A = UΣV T (3)

where U (an m-by-m orthogonal matrix) and V (an n-by-n orthogonal matrix)
are the left and right singular vectors and Σ is an m-by-n diagonal matrix
containing the singular values of A Forsythe et al. (1977). In LSA, the SVD is
applied to the term-document matrix Deerwester et al. (1990); Foltz (1996). In
that case U contains the document vectors and V holds the term vectors. The
first k singular values of are retained to produce a rank-reduced version of A.
This reduction is applied to approximate the original document-term matrix,
but not match it perfectly:

A ≈ Ak = UkΣkV
T
k (4)

This rank-reduced Ak is closest to A in the sense that it minimizes the sum
of squares of the difference between A and Ak Wall et al. (2003). Alternatively
put, the original A is mapped to a new k-dimensional space. By reducing
the dimensionality, vectors of similar documents become more similar as well
Foltz (1996). Figure 2 presents a graphical representation of the singular value
decomposition with rank-reduction.
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Figure 2: Rank-reduced SVD of a Document-Term matrix
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The most popular method to represent new documents in the new k-dimensional
space is called folding-in. Folding-in is done using the following equation:

d̂i = Σ−1
k UT

k di (5)

where di represents a new document vector and d̂i is that document vector
mapped onto the existing k-dimensional space Wei et al. (2008). However,
folding-in mainly stems from the past where computational power was fairly
limited, as it is a less-expensive method Zha and Simon (1999). Moreover,
folding-in has the disadvantage of losing information present in newer document
vectors. Thus, as this study does not face computational power issues, it simply
re-estimates the SVD after adding new document vectors.

3.4 Spherical Clustering

The available textual data on websites has increased rapidly Fersini et al. (2014),
making the internet currently the largest data repository Gopal et al. (2011).
At the same time, the internet has become a highly multilingual environment
Kelly-Holmes (2006). The disadvantage of LSA is that it is known to perform
worse in multilingual environments Chew et al. (2007); Bader and Chew (2010).
The reason is that it tends to cluster languages and not concepts in multilingual
data. An alternative method to LSA in a multilingual environment is clustering.
The goal of clustering data is to discover “natural” groups that are inherent in
the data Jain (2010). More specifically, it clusters objects into K groups based
on a certain similarity measure. Applied on text, clustering discovers latent
concepts in unstructured text documents Dhillon and Modha (2001), similar to
what LSA does.

The standard similarity measure in a k-means clustering algorithm is Eu-
clidean distance Jain (2010). However, Euclidean distance is not optimal for
high dimensional data Strehl et al. (2000). In contrast, the inner product, or
cosine similarity is invariant to vector length Strehl et al. (2000); Huang (2008).
As a result, documents that have different totals, but the same composition will
be similar in terms of their cosine similarity. Thus, cosine similarity, is a more
appropriate measure of similarity as compared to Euclidean distance Dhillon
and Modha (2001). Dhillon and Modha (2001) altered the Euclidean k-means
algorithm and referred to it as the spherical k-means algorithm. It minimizes
the following equation: ∑

i

(1− cos(di, pci)) (6)

with d representing the document vectors and p the prototype of cluster c(i)
Buchta et al. (2012). The membership µij of document i to cluster j can be
denoted as follows:

µij =

{
1, if ci = j

0, otherwise
(7)
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The standard spherical k-means algorithm can be specified by combining
equations 6 and 7:

MIN
∑
i,j

µij(1− cos(di, pj)) (8)

However, documents tend to contain multiple concepts Chau and Yeh (2004).
As a result, assigning documents to a single crisp cluster is not appropriate. In-
stead, a fuzzy clustering algorithm is utilized. Equation 8 can easily be extended
to the fuzzy clustering problem as follows:

MIN
∑
i,j

µm
ij (1− cos(di, pj)) (9)

where m > 1, and softness increases with increasing m values Buchta et al.
(2012). The optimal softness setting is discussed in Section 5. New observations
can be clustered according to equation 10:

(1− cos(di, pj))
−1

m−1∑
i(1− cos(di, pj))

−1
m−1

(10)

All text mining related analyses were performed in R using the “tm” Feinerer
et al. (2008), “textir” Taddy (2013) and “lsa” Wild (2015) packages.

To summarize, there are three input data sources: LSA, spherical clustering
and expert knowledge. The LSA data is, per company, a vector of length k,
which depends on the selected rank reduction (see section 3.3). The values of
the cells range between -1 and 1, the former suggesting a concept is absent on a
website and the latter suggesting a concept is present. The spherical clustering
is, per company, a vector of which the length depends on the amount of clusters
retained. The values of the cell range from 0 to 1 and each vector sums to 1.
Each cell represents to what degree a company belongs to a specific cluster.
The expert knowledge is a set of binary variables. They signify whether, for
example, a contact form is present on a website or not.

3.5 Modeling

Logistic regression, a traditional and robust classification technique Andriosopou-
los et al. (2012), was used to build different models. Moreover, more complex
models did not improve predictive power. A 10-fold cross validation was em-
ployed to measure the performance. K-fold cross validation divides the data in
k folds of a similar size, where the model is trained on k − 1 folds and tested
on the remaining fold Rodriguez et al. (2010). This process is repeated so that
each fold operated as a test set and the model performance is calculated as
the average over all test sets. AUC was selected as performance measure. AUC
tests the model over all prediction levels, making it a good performance measure
when no specific selection level is known upfront. In the experiment, qualified
leads will be added to a queue according to the capacity of calling agents. If a
queue becomes empty, more leads are added. A second way in which the quality
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will be tested, is the harmonic mean of precision and recall, also known as the
F1-measure Powers (2011):

F1 = 2 ∗ precision ∗ recall
precision+ recall

(11)

The F1-measure will be used to assess the performance of the best model.
AUC is a threshold independent performance measure. This means that it
assesses the ranking quality of models. The F1-measure, in contrast, uses crisp
predictions as input. Thus, a threshold is needed to convert the probability to
a 0/1 class. The threshold is defined by using a Kolmogorov-Smirnov test on
the training dataset to find threshold were the deviation between good and bad
leads is maximal.

4 Data

The company in this study is an international energy retailer. Here, we focus
on the B2B side of the organization. The energy market is different compared
to other markets in the sense that the product cannot be differentiated, it is
a commodity. Gas and electricity will be identical, no matter what energy
retailer it is bought from. As a result, the price of the commodity becomes
crucial Simkin and Dibb (2011). This, however, does not necessarily mean that
if a certain retailer becomes the cheapest, all customers switch to this supplier.
Other factors such as habit or price insensitivity might also play a role. Due
to these specific market characteristics, quotations, rather than contracts, are
of interest as contracts are for a great deal determined by price. The goal is to
increase the number of quotations, which is assumed to eventually increase the
number of contracts as well.

Currently, the energy retailer uses a decision support system based on a
basic segmentation (see figure 1) using industry to randomly select purchased
leads to contact. The vendor that sells them the list of leads also provides ad-
ditional data on those leads. However, this data is extremely limited in number
of variables. Only five are of interest for a lead qualification model. Moreover,
the data quality is low due to a high prevalence of missing values. As a result,
building a model using the available, purchased data is not recommended. Test-
ing further showed that models using commercial data performed consistently
worse compared to those using web data (AUC of 0.526).

Historical data on quotations of 2013 and part of 2014 were used as input
for the crawling model. On average, 1.37 % of these contacted leads received a
quotation. 44 % of the leads could be matched with a website address, which is
significantly higher than the proportion that could be matched using commercial
databases (between 8 to 9 %, see Section 3.1). 22 % of this list could could not
be crawled due to pure flash content or limited text, among others. However,
the quotation conversion rate remained relatively stable, 1.67 %. If a more
severe difference was observed, crawl-ability or simply having a website would
potentially play a role in the quotability of a lead.
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5 Results

First the parameter optimization is discussed, next the main conclusion of the
decision support system are presented. The optimization process consists of
finding the optimal combination of three parameters: the sparsity reduction
level, cluster softness and total number of clusters. Figures 3-6 on the next
page summarize this process. On average, the maximum obtainable AUC per
softness setting is around 0.6. However, if the softness parameter is set to
1.4, the maximum AUC drops below 0.6. This indicates that at this point
the clusters are becoming too similar to successfully differentiate quoted from
unquoted leads. Moreover, an inverse relation between cluster fuzziness (i.e., the
softness parameter) and sparsity level in terms of their AUC can be detected.
For lower fuzziness levels, the maximal AUC is found in higher sparsity levels and
vice versa. Increasing the sparsity means adding data that is potentially noisy.
Highly sparse entries are most likely anomalies that are irrelevant. Decreasing
fuzziness protects against an increased noisiness.

The optimal parameter combination is a fuzziness factor of 1.2 in combi-
nation with a 0.9 sparsity level and 38 clusters. This combination leads to an
AUC of 0.62. Intuitively, this can be interpreted as follows. In 62 % of the
cases, a randomly selected good lead has a higher probability than a randomly
selected bad lead. This is, especially for lead qualification cases, a good result.
Table 1 shows that the F1-measure is low. Yet, it is clear that this is due to a
low precision and not recall. Limiting the amount of false negatives (high recall
value) is in our study more important than reducing the false positives (high
precision value). The number of good leads is limited, thus finding all of them
is crucial.

Table 1: Crossvalidated F1-measure

F1-Measure Precision Recall

0,0388 0,0202 0,6316

A model containing only expert knowledge has a cross validated AUC of
0.55. Using the optimal sparsity and softness setting, combining expert knowl-
edge with clustering is compared to only using clustering. Figure 7 illustrates
the added value of these expert knowledge based variables. For the first 40 to
50 clusters the additional variables lead to an increase in AUC. After about 50
clusters, the increase is diminished. Clusters make abstract groups of word com-
binations, while the expert knowledge is more specific. Increasing the number of
clusters decreases the abstraction, making the expert knowledge based variables
obsolete. At this point, the expert knowledge information is embedded in the
clusters. As a result, there is no more added value of expert knowledge.
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Figure 3: AUC of the Number of Clusters - Sparsity for 1.1 Softness
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Figure 4: AUC of the Number of Clusters - Sparsity for 1.2 Softness

14



0.84

0.87

0.90

0.93

0.96

0 25 50 75 100
Number of Clusters

S
pa

rs
ity

 L
ev

el

0.50

0.55

0.60
Cross Validated AUC

Figure 5: AUC of the Number of Clusters - Sparsity for 1.3 Softness
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Figure 6: AUC of the Number of Clusters - Sparsity for 1.4 Softness
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The AUC of the optimal model was compared to the standard LSA technique
(see Figure 8). Only the first 100 dimensions of the LSA are shown as adding
more dimensions did not increase performance. These results suggest that LSA
is not able to reach a comparable performance as spherical clustering. A possible
explanation is that LSA clusters languages and not concepts in a multilingual
environment (see Methodology section).
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Figure 8: LSA Performance
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Table 2 exemplifies how LSA groups languages. Two of the top dimensions
(in terms of their explained variance) are selected and the ten words scoring
highest on each dimension are shown. The selection of words show that rather
than creating multilingual dimensions based on a certain concept, dimensions
are created based on language without any concept behind it. Note that the
words in the table are stemmed versions and not the original words (see Method-
ology section).

Table 2: LSA in a multilingual setting
Dutch Dimension English Dimension

jarenlang brow
vooral product

onderstaand compan
specifiek project
daarom collect
bestat privac
werkt industr
breng web

voornam download
stell market

In a next step, the optimal parameters were used to score a list of prospects
into qualified leads. The prospects are clustered according to equation 10. Next,
these clusters are fed into the logistic regression model that delivered the highest
AUC. The prospects were divided in four groups based on their score. A random
selection of the top group was used as a “best leads” group. An equally sized
random selection of the second and third group was selected as a “rest leads”
group. The lowest scoring group was ignored. As this was a real test, it was
decided not to include low scoring leads as they are assumed to be irrelevant,
thus limiting the cost of the test. During four months these leads were contacted
by phone and their lead – quoted lead conversion ratio was monitored. The
results are presented in Table 3 and are compared to the baseline of 1.37 % (see
Data Section).

Table 3: Lead - Quoted lead conversion ratio
Top Leads Rest Leads Baseline

6.4 % 2.8 % 1.37 %

The top scored leads have a conversion ratio from lead to quoted lead of
6.4%. The rest of the leads, on the other hand, have a conversion ratio of 2.8%.
This difference is statistically significant at the 0.05 level.
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6 Conclusion and Discussion

Sales representatives regularly receive lists that contain a vast amount of leads.
To reduce these number of leads to a feasible amount to contact, arbitrary rules
are applied. Often these rules are based on mere gut feeling. To assist sales
representatives in selecting leads based on a more sound reasoning, decision
support systems are created. These systems use historic information on leads
contacted in the past to qualify prospects as new leads to contact. A crucial
input for any decision support system is quality data, which is a known issue
in customer acquisition models. A standard input for these decision support
systems is commercial data. However, this data is known for its limited quality,
mainly due to missing information. Recently, web crawling data emerged as an
alternative data source. This paper provides a first real life test of web crawling
data as a quality input for a decision support system for lead qualification. The
test case is special due to the industry it is situated in. The energy market
is characterized by products that are commodities. This makes the creation
of lead qualification systems more difficult as there is no product or brand
differentiation possible. It is expected that the proposed model provides better
results in different markets as the lead - no lead profiles can include this product
and/or brand differentiation. To facilitate future research, a website address
search algorithm is provided. Matching website addresses for a huge list of
leads is often a bottle neck. The algorithm should stimulate other researchers
to implement and potentially improve the algorithm.

The data was further augmented by incorporating expert knowledge into
the model. Up until around 50 clusters, expert domain knowledge leads to
an increase in AUC. After that, the additional expert information is imbedded
in the clusters and performance decreases due to an increase in noise. Tests
on historical data indicate that commercial data was not able to match the
performance of the web crawling model. This illustrates the quality problem
of commercial data and further stresses the importance of finding alternative
data sources. The test case validated the quality of the web crawling approach.
The top scoring leads had a better conversion rate than the lower scoring leads
(6.4% versus 2.8% respectively). Due to economic reasons the worst scoring
leads were excluded, explaining the slight difference between the rest group and
the expected conversion rate.

The results of this study further illustrate the importance of parameter op-
timization. More specifically, it is investigated how failing to optimize the com-
bination of parameters can lead to suboptimal results. An important parameter
in this study, that is often ignored in literature, is sparsity. Sparsity is an
initial noise filter. Including too many sparse entries in the document-term
matrix prevents data mining techniques to discover useful information, even if
those techniques include a dimension reduction element. On the other hand,
excluding too many words potentially removes important data. Moreover, the
results suggest an inverse relation between cluster fuzziness and sparsity. Lower
fuzziness levels allow a higher sparsity and vice versa. The optimal parameter
combination was set at a 1.2 fuzziness factor, 0.9 sparsity level and 38 clusters.
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This combination lead to an AUC of 0.62. Moreover, it was illustrated how
LSA tends to group languages rather than concepts, making it less suitable for
multilingual web data.

7 Limitations and Future Research

The web crawling and expert knowledge data sources are the core of the ap-
proach in this study. However, at the same time, they identify both the strength
and weakness of the approach. Only leads with a website that can be crawled
are potential candidates as input for the model. Moreover, text embedded in
HTML is a necessary requirement for the proposed approach to work. As a
result, leads with flash websites or image based websites are excluded as well.

The current website search algorithm utilizes the Levenshtein distance to
compare potential website addresses with the company name (see Section 3.1).
However, it fails to take website address length into account. For example,
two substitutions in a string of length 3 do not have the same impact as two
substitutions in a string of length 14 Marzal and Vidal (1993). The selected
threshold in this study is designed for company names of average length (average
length defined by the average length in our subset) and might, as a result, not
be appropriate for company names strongly deviating from this average. An
improvement might be to use a normalized Levenshtein distance instead. Such
a distance measure takes string lengths into account.

The concern of reliability on websites is a potential input for future research.
Decision support systems for lead qualification of web crawling and non-web
crawling based leads could be integrated into a single model. For example,
web and non-web leads can be matched using commercial data, while their
qualification score is based on the web data model.

A further improvement on the data augmentation part can be achieved by
crawling social media data of companies. Social media are a highly interactive
and high-speed medium, providing more up-to-date information.
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